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Abstract— An expectation-maximization algorithm 

using a Gaussian mixture model was proposed as 

an efficient method to separate occluded 

instruments. The proposed methods distinguish 

occluded surgical instruments in an image of 

laparoscopic robot-assisted surgery, and it was found that 

the method can efficiently separate each surgical 

instrument. 
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I. INTRODUCTION 

The use of surgical robot systems for laparoscopic 

surgery has been increasing, but there are problems 

including narrow view that hinders the detection of an 

emergency situation caused by unintended tool 

movement[1]. To solve this issue, instrument tracking 

and then using their relative position information in an 

imagery of surgery is being tried to provide preventive 

caution, but separating occluded instruments is known 

to be difficult. An expectation-maximization algorithm 

using a Gaussian mixture model was proposed as an 

efficient method to separate occluded instruments.  

 

II. METHODS 

  The distribution of pixels of the target image is 

assumed as a Gaussian mixture model, and we applied 

the EM algorithm  

 

A. Gaussian Mixture Model (GMM) 

GMM explains given sets of data, and it is defined by 

setting the number of elements which follow the 

Gaussian distribution.  

 

                  (1) 

 

Then, the initial parameter is defined randomly. 

 

B. Expectation and Maximization (EM) Algorithm  

The EM algorithm is an iterative method for finding 

maximum likelihood or maximum a posteriori (MAP) 

estimates of parameters in statistical models. EM 

iteration alternates between performing an expectation 

(E)step, and a maximization(M)step[2]. 

 

III. RESULTS 

As shown in Fig. 1,   

 

     

                    (a)                                             (b) 

Fig.1.Separation of the occluded instruments using (a) 

conventional segmentation method, (b) the proposed method 

image 

 
IV. CONCLUSION 

The proposed method using a GMM-based EM 

algorithm for distinguishing occluded instruments in 

the image of laparoscopic robot-assisted surgery shows 

a better performance than a conventional segmentation 

method. 
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